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The eukaryotic nucleus harbors the DNA genome, which associates with histones and other chromosomal proteins
into a complex referred to as chromatin. It provides an additional layer of so-called epigenetic information via histone
modifications and DNA methylation on top of the DNA sequence that determines the cell’s active gene expression
program. The nucleus is devoid of internal organelles separated by membranes. Thus, free diffusive transport of
proteins and RNA can occur throughout the space accessible for a given macromolecule. At the same time, chromatin
is partitioned into different specialized structures such as nucleoli, chromosome territories, and heterochromatin
domains that serve distinct functions. Here, we address the question of how the activity of chromatin-modifying
enzymes is confined to chromatin subcompartments. We discuss mechanisms for establishing activity gradients of
diffusive chromatin-modifying enzymes that could give rise to distinct chromatin domains within the cell nucleus.
Interestingly, such gradients might directly result from immobilization of the enzymes on the flexible chromatin
chain. Thus, locus-specific tethering of these enzymes to chromatin could have the potential to establish, maintain,
or modulate epigenetic patterns of characteristic domain size.
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Introduction

The genomic DNA of eukaryotes is organized into
linear chromosomes with several tens or hundreds
of million base pairs (bp) of DNA that is pack-
aged by interactions with histones and other pro-
teins into chromatin. The building block of chro-
matin is the nucleosome, a complex of a histone
octamer that associates with 145–147 bp of DNA
wrapped in almost two turns around the octamer.
The genome is confined by the nuclear envelope to
the cell nucleus. Within the nucleus, no membrane-
separated organelles exist. Thus, molecules are free
to diffuse within the accessible space. Since diffusion
equilibrates concentration gradients, one would ex-
pect that all places connected by diffusive transport
are equivalent with respect to their molecular com-
position and function. This is clearly not true for
the organization of the genome within the nucleus.
Rather, chromatin is organized into functionally

and structurally distinct nuclear subcompartments
such as nucleoli, chromosome territories, regions
of denser heterochromatin, or more open and fre-
quently more active euchromatin. The associated
chromatin states differ with respect to their protein
content, nucleosome spacing and positioning, DNA
methylation, and histone modifications, as well as
the presence of chromatin-associated RNAs. In this
manner, access to the DNA for the selection of the
active gene-expression program and other genome
functions such as DNA replication and repair is con-
trolled (Fig. 1A).

In the presence of freely diffusive enzymes at con-
stant concentrations throughout the nucleus, every
nucleosome would have essentially the same prob-
ability of colliding productively with an enzyme
that could modify it. Modification reactions are
characterized by the addition or removal of small
chemical groups, such as methyl, acetyl, or phos-
phate groups, at one of the histone tails or the
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Figure 1. Chromatin states and their propagation. (A) Chro-
matin is organized into different chromatin states that in a
simplified classification are referred to as denser and transcrip-
tionally silenced heterochromatin versus the more open and
biologically active euchromatin. The states are different with
respect to specific DNA and histone modifications as well as
protein composition. In the scheme, DNA methylation is de-
picted by red circles, nucleosomes with repressive histone mod-
ifications such as H3K9me3 or H3K27me3 are shown in green,
and nucleosomes with activating modifications (e.g., H3K4me3,
H3K36me3) are colored in orange. In addition, bound chro-
mosomal proteins that are associated with the two chromatin
states are represented by orange and green circles. (B) Histone
modifications can be propagated from nucleation sites to form
epigenetic chromatin domains. (C) During DNA replication,
nucleosome modifications are lost as new histones are incorpo-
rated. This dilution of histone modification patterns behind the
replication fork has to be compensated for by propagating the
original modification state to the newly formed nucleosomes.

histone core. However, there are several ways to es-
tablish heterogeneous chromatin-state patterns in
the nucleus: (1) diffusion might be slow as com-
pared to processes that actively create gradients, (2)
external boundaries (e.g., the nuclear envelope) can
impose mobility constraints that depend on the dis-
tance to a given boundary, and (3) a heterogeneous
distribution of enzymes that is not balanced by dif-
fusion can result from the binding of enzymes to a
less-mobile chromatin scaffold.

Here, we consider different mechanisms for the
formation of chromatin subcompartments within
the cell nucleus. Although most enzymes that estab-
lish such patterns are small enough to move through
the whole nucleus, their distribution is not neces-
sarily homogeneous since they can bind to a hetero-
geneous chromatin network. A direct consequence
might be the generation of activity gradients that
follow their net abundance. These can lead to the
formation of chromatin patterns and thus, parti-
tion chromatin into distinct domains.

Epigenetic chromatin states

Historically, chromatin has been globally classified
on the basis of the chromatin density distribution in
microscopy images into more compact biologically
inactive heterochromatin and transcriptionally ac-
tive euchromatin.1,2 Transitions between these two
states at some chromosomes were accounted for by
the introduction of the term facultative heterochro-
matin. One example of this transition is the inacti-
vation of one X chromosome in female mammalian
cells, in which one X chromosome adopts a dis-
tinct silenced conformation state termed as the Barr
body while genes on the other X chromosome are
transcriptionally active. Other functionally distinct
regions include chromatin at the centromeres,3,4

pericentromeric heterochromatin,5,6 chromatin at
the nuclear lamina, telomeric chromatin,7,8 and ac-
tive and repressive ribosomal genes in nucleolar
chromatin.9

More recently, systematic chromatin maps have
been acquired that evaluate either the protein
composition, DNA methylation, or posttransla-
tionally incorporated histone modification patterns
such as acetylation, methylation, or phosphoryla-
tion to identify structurally and functionally dis-
tinct chromatin states.10–12 These include (1) the
identification of five major chromatin states greater
than 100 kb in length in Drosophila,10 (2) the
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categorization of 18 different histone acetylation or
methylation marks into nine patterns to characterize
functional genomic elements in Drosophila,11 and
(3) the evaluation of two histone acetylation marks,
six histone methylation modifications, and binding
of CCCTC binding factor (CTCF) in different hu-
man cell types to identify chromatin patterns that
characterize their cell type–specific gene expression
profiles.12

The functional consequences of establishing a
certain chromatin state can be related to changes
in DNA accessibility for interacting factors. These
can be brought about by different mechanisms.
For some modifications such as the acetylation
of histones at certain positions (e.g., H4K16ac,
H3K56ac, H3K64ac, H3K122ac), there appears to
be a direct effect on nucleosome–nucleosome inter-
actions and stability.13–18 Other modifications en-
hance the binding of architectural chromatin com-
ponents that can recognize certain modifications
such as methyl-CpG–binding protein MeCP2 for
DNA methylation19 or heterochromatin protein 1
(HP1) for the trimethylation of histone H3 at lysine
9 (H3K9me3) to change chromatin organization.20

An additional important parameter of the local
chromatin structure is the positioning of nucleo-
somes. These separate the nucleosomal DNA that
interacts with histone proteins from the linker DNA
between nucleosomes, which is more accessible to
soluble factors. This accessibility pattern is tightly
linked to histone and DNA modifications as well as
other chromatin features.21 It is functionally im-
portant since DNA-dependent processes such as
transcription require the binding of enzymes to the
DNA. In many instances, binding of transcription
factors to nucleosomal DNA is impeded.22

Some of the fundamental questions regarding the
setting of the cell’s active gene expression program
by establishing a specific pattern of chromatin states
currently remain unanswered: How are chromatin-
modifying enzymes targeted to or excluded from
chromatin in a spatially defined manner? Once a
given nucleosome modification is established, how
can it be propagated on the same or different nu-
cleosomes to establish a specific chromatin domain
(Fig. 1B)? How is this state reestablished or main-
tained during DNA replication (Fig. 1C)? Since most
enzymes that catalyze DNA and histone modifica-
tions are small, they can diffuse rapidly through
the nucleus and could potentially modify every nu-

cleosome with which they collide. Thus, spatially
heterogeneous epigenetic patterns are established in
the context of a well-mixed nucleus. In the following
sections, we discuss different possibilities to gener-
ate spatially confined chromatin patterns. In partic-
ular, we consider the case that chromatin-bound en-
zymes can give rise to local activity gradients, which
appears to be a simple and robust way to establish
and maintain epigenetic patterns.

Interactions between genomic loci owing
to chromatin dynamics

The contour length of the DNA of one mammalian
chromosome is in the order of tens of centime-
ters, whereas the diameter of the cell nucleus is
only 10–20 �m. Thus, DNA packaged into chro-
matin is highly compacted in the nucleus. Both
DNA and the nucleosome chain can be described
as polymer chains.23,24 Individual chromosomes oc-
cupy distinct territories during interphase.25 They
have a large friction coefficient and translocate only
slowly over micrometer distances within minutes
and hours.26 In contrast, small chromatin domains
translocate significantly on length scales of tens to
hundreds of nanometers within milliseconds to sec-
onds due to diffusion.26 Thus, individual segments
of the chromatin chain can jiggle around their
equilibrium position more rapidly, that is, make
small displacements within a local confinement re-
gion. This confined diffusive motion of chromatin
loci can be directly visualized using different mi-
croscopy techniques.27–29 Motion of chromatin seg-
ments within the dense chromatin network leads
to collisions, and nucleosomes located on the seg-
ments are able to contact each other. This is both
true for nucleosomes on the same chromosome
and nucleosomes on different chromosomes, with
intrachromosomal collisions making the domi-
nant contribution in genome-wide interaction maps
(Fig. 1B).30

The inherent properties of the chromatin chain
define two intrinsic length scales that are relevant for
intra- and interchromosomal interactions. The first
length scale reflects the flexibility and the confor-
mation of the nucleosome chain. It determines the
local concentration profile for nucleosomes on the
same chromosome, as discussed in further detail be-
low. This scale dictates the probability for the chain
to fold back on itself and thus for local intrachro-
mosomal interactions to occur. The second scale is
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the confinement radius that restricts the diffusive
motion of a chromatin locus in three-dimensional
(3D) space. This scale is relevant for interactions
that occur between nucleosomes that are in spatial
proximity, independent of their genomic coordinate
(i.e., their separation distance along the chromo-
some) and independent of whether they are located
on the same chromosome. Measurements of intra-
chromosomal collision frequencies suggest that in-
trachromosomal collisions occur efficiently within
distances of around 2–4 kb,31–33 which corresponds
to a contour length of several hundred nanometers
of the nucleosome chain (Fig. 2). Microscopy ex-
periments with labeled nucleosomes or chromatin
loci reveal that the diffusive confinement radius is
on a similar length scale of 100–300 nm.27–29 This
fits well with the size of ∼1 Mb topological domains
containing ∼5000 nucleosomes that have been iden-
tified using the chromosome conformation cap-
ture (3C) method30,34 as well as microscopy-based
techniques.26 Thus, the natural domain size of chro-
matin might be intimately related to the restricted
mobility of chromatin loci, and raises the possibility
that the formation of epigenetic domains relies on
diffusion-driven mechanisms.

Calculating the contact probability
between nucleosomes within the
chromatin chain

To make quantitative statements about
nucleosome–nucleosome interaction probabil-
ities, polymer models can be applied that are based
on either a freely jointed chain35–37 or a worm-like
chain.38–40 With these theoretical descriptions, the
stiffness of a nucleosome chain is described by the
statistical segment length or Kuhn length (l) or
the persistence length (a), which is related to the
Kuhn length according to l = 2a. The numerical
value of l increases with the stiffness of the polymer.
The interaction probability between two sites on
the same chain is expressed as the molar local
concentration (jM) of one locus in the proximity
of the other.23,24 The value of jM is equivalent to
the concentration that would be required free in
solution to obtain the same contact probability. If
a given site is bound by a protein, the same applies
for the respective protein concentration. In this
case, the occupancy (�) of the protein-binding site,
as well as the interactions with the proteins not
bound to the DNA, needs to be considered. In the

Figure 2. Experimentally measured short-range intrachromo-
somal interactions. (A) Contact probabilities between two sites
on the same chromosome in a human cell line measured by
FLP recombination frequency in Ref. 32. The solid line is the
least-squared fit to Eq. (3) including some baseline offset and
scaling factor. The fit yields nb = 160 bp and d = 0.16. (B) Cross-
linking efficiency from a 3C experiment.33 (C) Dependence of
dam methylation level on the distance of an immobilized dam
methyltransferase.31
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balance of this presentation, we assume that the
occupancy of the binding site is unity, that is,
the interacting site is always fully occupied and
cfree, the concentration of protein not bound to
the DNA, is much smaller than jM. Under these
conditions ceff, the effective protein concentration,
is equal to jM. If this is not the case, ceff can be
calculated according to Eq. 1

ceff = � × jM + c free. (1)

As described previously,23,24 jM between two sites
at a distance of n segments of length l on a linear
polymer can be calculated according to

jM(n) = 0.53 × n− 3
2 × exp

(
d − 2

n2 + d

)

× l−3 mol · nm3

liter
. (2)

The additional parameter d incorporated into Eq. 2
reduces the contribution of the exponential term if d
is larger than zero. This can account for an increase
of jM at short separation distances (n < 4), for exam-
ple, due to the size of interacting protein complexes
or if intrinsic DNA curvature is present.24,41 In this
general form, the local molar concentration jM of
one site in the proximity of the other site is given
per l3, that is, with units mol·nm3/liter. In Eq. 2, the
separation distance n between two sites is given as
a dimensionless reduced separation distance, which
is simply the number of Kuhn segments with length
l that corresponds to the site-separation distance.
Thus, the expression in Eq. 2 is independent of the
characteristics of a specific polymer and has a max-
imum of n = 1.6 for d = 0.

For DNA-mediated interactions, it is convenient
to express the site-separation distance n by the num-
ber of DNA base pairs b. With nb being the number
of DNA base pairs per segment length, this yields
Eq. 3:

jM(b) = 0.53 ×
(

b

nb

)− 3
2

× exp

⎛
⎜⎝ d − 2(

b
nb

)2
+ d

⎞
⎟⎠

× l−3 mol · nm3

liter
. (3)

In order to compute jM from Eq. 3, we need to
know the stiffness and contour length of the chain

to be able to express nb. So far no consensus has
been reached from experimental measurements for
either the stiffness of the nucleosome chain or for
its contour length. If expressed in nanometers, both
parameters would be highly dependent on the fold-
ing of the chain.42,43 It appears that the short length
regime of <10 kb has to be treated separately from
long-range interactions at sites 10–500 kb apart. At
short separation distances, the interaction proba-
bility is likely to reflect the nucleosomal organi-
zation of the chain more resembling free double-
stranded DNA with intrinsically curved regions due
to wrapping of DNA around the histone octamer,
and possibly further compaction due to interac-
tions between nucleosomes. Thus, the character-
istic contour length of the nucleosome chain per
base pair of DNA is very different from that of
free DNA, for which a value of 0.34 nm/bp is well
accepted.

For the long-range interactions, the higher order
organization of chromatin into transient or stable
loops of different sizes needs to be included into
the polymer model through different stiffness and
contour-length parameters.24,26 Here we focus on
the short-range interactions between nucleosomes
at distances <10 kb. In general, these appear to
be orders of magnitude more frequent than inter-
actions on the 100 kb scale and above, as appar-
ent from 3C experiments that measure both short-
and long-range interactions.30 The experimentally
determined short-range intrachromosomal inter-
action probabilities from three different types of
experiments are plotted in Figure 2. Notably, the
contact frequencies between two sites on the same
chromosome measured by (1) the DNA recombi-
nation frequency mediated by the flippase (FLP)
enzyme32 (Fig. 2A), (2) the cross-linking efficiency
from 3C experiments33 (Fig. 2B), and (3) the lev-
els of ectopic adenine methylation around an im-
mobilized dam methyltransferase31 (Fig. 2C) yield
very similar distance dependencies for the interac-
tion between two separated sites on the same chro-
mosome. Interactions occur most frequently within
<1 kb separation distance and decay to base line
levels above ∼5 kb. These conclusions are further
supported by in vitro experiments with reconsti-
tuted nucleosomal arrays and theoretical studies
that showed highly efficient enhancer–promoter in-
teractions at separation distances between 0.7 and
4.5 kb.44
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As the data for FLP recombination frequency
were acquired in living mammalian cells at high
resolution, they provide an excellent reference
for computing jM independent of the base pair–
separation distance. A similar approach was already
used in Ref. 32, but with a chain contour length
for free DNA. Here, we estimate the contour of
an unfolded nucleosome chain from simple geo-
metric considerations as follows. The nucleosome
repeat length (i.e., the length of DNA in a nucle-
osome plus linker DNA) equals roughly 190 bp
(e.g., Ref. 22 measured 191 bp for mouse cells).
The well-established value of 145–147 bp of nu-
cleosomal DNA results in a linker of 45 bp or
15.3 nm DNA between two nucleosomes. Since
the distance between the entry–exit site in the nu-
cleosome is about 9 nm,45 a contour length of
24.3 nm/191 bp or 0.13 nm/bp is obtained. With
these values, a fit of the FLP recombination data
yields Eq. 4 with nb = 160 bp, d = 0.16, and l = 160
bp·0.13 nm/bp = 21 nm, for computing the local
concentration jM in mol/liter of a nucleosome in the
close proximity of another nucleosome separated by
b base pairs on the same chain.

jM(b) = 5.7 × 10−5 ×
(

b

160

)− 3
2

× exp

(
−1.84(

b
160

)2 + 0.16

)
mol

liter
. (4)

The above description considers the equilibrium
distribution for interactions between nucleosomes
on the same chain as represented by their local con-
centrations. The kinetics with which these interac-
tions occur can be estimated from studies of DNA
contacts for separation distances of ∼10 nm, which
corresponds to the length of the linker between nu-
cleosomes. From Brownian dynamics simulations
of DNA molecules, collision frequencies of roughly
1000/s were derived.41 This value fits well with the
experimentally determined rates for loop closure of
similar-sized DNA hairpins.46 Furthermore, even
much larger chromatin domains show transloca-
tions on the 10 and 100 nm length scales in liv-
ing cells within the 30–50 ms time resolution of
the measurements.27,28 Thus, looping-mediated in-
teractions between nucleosomes occur on the time
scale of milliseconds.

Normalization of experimentally measured
interaction probabilities

While Eq. 3 is generally applicable for computing
interaction probabilities, specific stiffness and con-
tour length parameters of the chain are required
to derive the local concentration in molar units.
Since there is an ongoing dispute in the field on how
to best choose these parameters for chromatin, we
introduce a complementary approach to estimate
the scaling of the j-function for chromatin loop-
ing. We consider a single chromosome residing in
its territorial space during interphase of the cell cy-
cle. Accordingly, the vast majority of interactions
between nucleosomes are intramolecular. This de-
scription can be easily extended to the complete
genome by considering the nucleus as being filled
by a set of chromosomes that occupy distinct spatial
territories.25,26,47

The local concentration function ( j (n)) is pro-
portional to the probability ( p(n)) that a given
nucleosome resides within a volume element (dV)
around the same chromosome that is separated by
distance n along the chain (Fig. 3A). The volume el-
ement dV can be described as a cylinder with height
dn and radius r, which is chosen as sufficiently small
to ensure that the local nucleosome concentration
within the volume element is approximately con-
stant. Thus, the average local concentration 〈 j 〉 of a
given nucleosome within a tube with radius r around
the whole chromosome can be expressed as

〈 j 〉 = 2

L

∫ L/2

0
j (n) dn = 1

L � r 2
= 1

Vchr
. (5)

Here, L is the contour length of the chromosome and
Vchr = L � r 2 is the volume of the tube surrounding
the chromosome, which can be regarded as the vol-
ume occupied by the chromosome. For simplicity,
the nucleosome at the center of the chromosome was
considered for Eq. 5, yielding equal local concentra-
tions to the left and right of the nucleosome. This
is a good approximation for all nucleosomes, since
mammalian chromosomes have a length of 10–100
Mb while the j-functions considered here have a typ-
ical width of several thousand base pairs. Using the
definition of the average nucleosome concentration
cnuc = Nnuc/VCT, with Nnuc being the total number
of nucleosomes in the territory with volume VCT,
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Figure 3. Conversion of interaction probabilities to local con-
centrations. Experimentally determined contact probabilities
can be converted into local concentrations for tightly packed
chromatin as found in the cell by normalization to the average
nucleosome concentration. (A) The local concentration deter-
mines the probability at which a nucleosome may be present in
a small volume element dV (red) separated by a given distance
along the chromosome. (B) A part of a chromosome territory is
depicted. Since chromosomes are tightly packed, the volume of
the territory can be similar to the volume of a tube around the
chromosome (gray), which has a radius r that is similar to the
size of a nucleosome.

Eq. 5 can be rewritten as

〈 j 〉 = 1

Vchr
= VCT

Vchr

cnuc

Nnuc
≥ cnuc

Nnuc
. (6)

Here, the inequality sign accounts for the fact
that a chromosome cannot occupy more space
than available in its territory. For a tightly packed
chromosome, the two volumes might be similar
(i.e., Vchr ≈ VCT). At the average nucleosome con-
centration cnuc = 140 �M measured in a human
cell line,48 the average distance between neighbor-
ing nucleosomes corresponds to less than 40 nm if

a random distribution is assumed (Fig. 3B). Thus,
the local nucleosome concentration would be ap-
proximately constant over the separation distance
between neighboring nucleosomes, and the radius
r of the chain could be chosen accordingly to en-
sure that Vchr ≈ VCT. In this case, the average local
concentration 〈 j 〉 equals the concentration of a nu-
cleosome in the territory 1/VCT, and Eq. 6 simplifies
to

Nnuc 〈 j 〉 ≈ cnuc. (7)

Thus, Eqs. 6 and 7 provide normalization conditions
that are imposed by the constant number of nucleo-
somes Nnuc within the chromosome territory. They
can be computed by either integrating the average
nucleosome concentration over the nuclear volume
or by integrating the local concentration of all nu-
cleosomes over the volume occupied by the chro-
mosome. If one considers j to be proportional to a
residence time, Eqs. 6 and 7 mean that a nucleosome
spends all its time within the chromosome territory
and that its residence times at all the positions it
samples add up to this time. Since Eq. 4 is consis-
tent with the normalization according to Eqs. 6 and
7, we conclude that it is justified to use a polymer
model with the given parameter set to compute j.
With Eqs. 6 and 7 it is possible to estimate absolute
concentrations from arbitrary contact probability
functions without using a particular polymer model
for the description of the nucleosome chain. How-
ever, the volume that is occupied by the nucleosome
chain has to be estimated carefully. Nonetheless, we
feel that the concept described in this section might
prove useful for calculating concentrations from ex-
perimentally determined interaction maps provided
by different methods such as the ones described in
the following sections.

Mechanisms for establishing gradients of
enzymatic activity

There are several ways to establish gradients in liv-
ing organisms in the presence of counteracting dif-
fusive mixing. The most straightforward option is
a source–sink mechanism, in which a component
is rapidly released at one location and rapidly re-
moved at another location. If release and removal
are fast compared to the time the components need
to diffuse between both locations, a gradient is estab-
lished. The source–sink model has been discussed
extensively in the context of morphogenic gradients
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during embryogenesis.49–51 However, for steep in-
tracellular gradients with small spatial extension,
this mechanism is inefficient since very high release
and removal rates would be needed to counteract
diffusion, which is very fast on small length scales.
Particles of the size of typical chromatin enzymes
require roughly 1 s to diffuse through the whole cell
nucleus (i.e., release) and removal processes would
have to occur on the millisecond time scale. Al-
though transient intracellular gradients might be
established by such a mechanism (e.g., by triggered
nuclear import of a protein), it would consume
much energy to maintain steep gradients through
constitutive pumping.

Another possibility for the establishment of gra-
dients or patterns of enzymatic activity is through
binding of the enzyme to a scaffold. In the nu-
cleus, this can be achieved by tethering enzymes
to the nuclear membrane or to chromatin (Fig. 4).
Since chromatin fibers exhibit confined diffusion
(i.e., they jiggle around their equilibrium position
but do not make large translocations most of the
time), binding of an enzyme to a chromatin lo-
cus increases the local enzyme concentration in the
vicinity of the locus. Similarly, proteins attached
to the nuclear envelope might diffuse laterally but
do not make large radial translocations, since the
radial position of the membrane is fixed by the nu-
clear lamina (Fig. 4A). Thus, a steep radial gradi-
ent can easily be established by tethering an en-
zyme to the nuclear envelope. The spatial distribu-
tion of an enzyme might directly translate into a
distribution of enzymatic activity if the enzyme is
active in the bound state. A well-studied example
for such a case is the immobilization of regulator
of chromosome condensation 1 (RCC1) on mitotic
chromosomes52 (Fig. 4B). RCC1 serves as guanine
nucleotide-exchange factor for the small GTPase
Ran. RCC1 is even more active in the chromatin-
bound state,53 which leads to enhanced production
and release of Ran–GTP (guanosine triphosphate)
at mitotic chromosomes. Although Ran–GTP can
quickly diffuse away from the chromosomes, which
would ultimately result in a uniform Ran–GTP dis-
tribution, a constitutive gradient is achieved since
Ran–GTP has a half-life that is shorter than the
respective diffusion time.54,55 Consequently, Ran–
GTP quickly converts into Ran–GDP (guanosine
diphosphate) after having detached from chro-
matin, leading to increased Ran–GTP levels around

Figure 4. Pattern-formation mechanisms involving immobi-
lized enzymes. Patterns or gradients within the cell nucleus can
be established by different mechanisms: (A) Binding of enzymes
(white circles) at the nuclear membrane where they contin-
uously catalyze reactions to generate products (blue circles).
(B) Binding of enzymes to the nucleosome chain, which pro-
duces compounds that diffuse away until they decay. (C) Bind-
ing of chromatin-modifying enzymes to the nucleosome chain,
which can interact with neighboring nucleosomes to modify
them via looping-mediated interactions to establish a specific
pattern of epigenetic modifications around the binding site.
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chromosomes. In this manner, a persistent Ran–
GTP gradient is established around chromatin-
bound RCC1.

Other chromatin-bound enzymes could estab-
lish similar gradients and patterns. Enzymes that
are bound to chromatin and at the same time
use chromatin as their substrate might establish
distinct chromatin states around their binding sites
(Fig. 4C). For patterns of soluble substrates, it is
important to provide an efficient depletion mecha-
nism, which would be the short half-life in the case
of Ran–GTP. This is not required if chromatin is the
substrate, since nucleosomes exhibit only confined
diffusion and thus cannot balance concentration
gradients of a nucleosomal species on biologically
relevant time scales. If an enzyme immobilized on
the chromatin fiber is able to productively collide
with adjacent substrate nucleosomes as described
in the previous section, this would immediately give
rise to a higher concentration of enzymatic activity
in the vicinity and thus to an enrichment of modi-
fied nucleosomes. In this scenario, the size of such a
domain around the immobilized enzyme is strongly
influenced by the flexibility of the chromatin chain.
The folding and compaction state of the fiber
could result in a modulation of domain size. With
respect to setting DNA or histone modifications by
a stably chromatin-bound enzyme that catalyzes
the corresponding reaction, several predictions
can be made. First, the chromatin modification is
established locally around a nucleation region if the
free concentration of the catalytically active form
of the nucleated enzyme is comparably small with
respect to the local concentration due to chromatin
looping. Otherwise, the effect would no longer be
localized, since the reaction would also be catalyzed
at other sites by the freely mobile enzyme. Second,
the typical spreading distance is determined by
the diffusive motion of the nucleation region as
well as the concentration (and productivity) of the
free enzymes. For typical values, domain sizes of
less than 10 kb are expected. Third, no boundary
factors are required to limit the spreading of the
modifications, since the diffusive motion of the
bound enzyme is inherently confined. Fourth,
modified chromatin regions have spherical shapes
since there is no preferred direction for diffusive
motion. And fifth, the steady-state modification
level is not bistable unless nucleation sites are
coupled in a complex manner via feedback loops.

Although it is difficult to directly demonstrate
that the propagation of epigenetic modifications
operates by such a mechanism, it is supported by
experimental studies in various model systems, as
discussed later.

A number of other mechanisms for chromatin
pattern formation in well-mixed systems can be en-
visioned. One example is Turing patterns that can
emerge as self-organizing structures due to differ-
ent diffusion coefficients of two counteracting en-
zymes. These have been discussed in the context
of biological systems such as pattern formation in
animal skin development.56 Although Turing pat-
terns could in principle play a role in intracellular
pattern formation, they are likely to lack the spatial
precision to provide a robust mechanism by which
the cell would be able to control the formation of
epigenetic chromatin signatures. Loci that are to be
modified would have to be positioned rather accu-
rately with respect to each other and with respect to
diffusive boundaries to avoid misregulation of gene
activity.

Another interesting pattern formation mecha-
nism includes Ising-type models based on nearest-
neighbor interactions. Classically, the Ising model
was used to describe ferromagnets that contain dis-
tinct magnetic domains, but it was also applied to
model biological systems such as activity patterns
in neural networks.57 Recently, models based on
nearest-neighbor interactions have also been used
to describe epigenetic patterns.58,59 In these mod-
els, an enzyme preferentially modifies a nucleosome
that has a modified neighbor on the same chain,
resulting in linear spreading of the modification
along the chromosome. Although in simulations
these models have been found to produce finite do-
mains around a nucleation site, it seems challenging
for the cell to robustly define the position and the
size of the domain using a linear-spreading model.
In particular, unlimited spreading at the boundary
of the domain has to be prevented within the noisy
cellular environment, in which protein concentra-
tions and occupancies of binding sites fluctuate. To
efficiently realize a nearest-neighbor model on chro-
matin, the association rate of the modifying enzyme
has to be much higher for binding to a modified
nucleosome than to a potential substrate. Other-
wise, the enzyme could directly modify a substrate
nucleosome instead of binding to a modified one
and subsequently modifying the neighbor. To our
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knowledge, such behavior has not been reported ex-
perimentally. Moreover, it is elusive how an enzyme
would discriminate between a nucleosome on the
same chain and a nucleosome on a different chain
if both are located at similar spatial distances in the
crowded environment of the nucleus. Thus, it will
be interesting to see if a molecular basis for such
models will be identified in the future.

Finally, more complex hybrid mechanisms for es-
tablishing epigenetic patterns on chromatin were
proposed that involve the integration of symmetri-
cal positive-feedback loops in which nucleosomes
are actively modified by proteins that bind to a
given histone mark and, at the same time, can
interact with proteins that set or remove histone
modifications.60 In the latter model, the enzymes
can both act on neighboring nucleosomes and ex-
ert some more long-range interactions with nucle-
osomes at a distance. To limit the spreading of a dis-
tinct modification mark, boundary elements were
introduced. A similar model was used by Angel
et al.61 This type of theoretical description results
in bistable chromatin states, that is, for the locus
under consideration two distinct states can stably
coexist, which could correspond to either transcrip-
tional activity or transcriptional silencing.62

Features of experimentally observed
epigenetic patterns

As discussed earlier, confined diffusion of
chromatin-bound epigenetic modifiers could give
rise to localized finite epigenetic domains. The cor-
responding modification profiles are expected to
follow the intrachromosomal contact probabilities
depicted in Figure 2. Thus, a chromosome-bound
enzyme would modify nucleosomes on the same
chromosome within ∼4 kb around its binding site.
These expected domain sizes agree very well with ex-
perimentally determined histone-methylation pro-
files, in which the modification was induced by
artificially tethering a protein to a specific locus.
One example is the recruitment of histone methyl-
transferase Clr4 to three adjacent GAL sites in yeast
that results in the histone H3 lysine 9 dimethylation
(H3K9me2) profile depicted in Figure 5A.63 In an-
other study, Hathaway et al. induced gene silencing
by artificially recruiting HP1 in mouse embryonic
stem cells and fibroblasts.58 They observed spread-
ing of the repressive H3K9me3 modification around
the nucleation site with smoothly decreasing bor-

ders (Fig. 5B). In both studies, the histone modifica-
tion profiles around the locally chromatin-tethered
protein were very similar to the local concentration
profiles predicted according to Eq. 4 (Fig. 5C). A
similarly shaped H3 lysine 27 trimethylation do-
main was found for the polycomb repressive com-
plex 2 (PRC2)-based silencing of the floral repres-
sor locus C (FLC) gene.61 Thus, the overall shape
of histone methylation domains observed in these
experiments can be explained as originating from a
chromatin-bound enzyme that propagates the mod-
ification via chromatin dynamics along the chain. It
is noted that the exact size of a domain generated in
this manner will also depend on the concentration
and activity of the unbound enzyme as well as coun-
teracting enzymes that remove a given histone mod-
ification (Fig. 5D–F). In particular, domains will
only be formed if the productive collision frequency
with immobilized enzymes is significantly higher
than modifications catalyzed by the freely diffusive
enzymes. In addition to an increase of the local con-
centration in the vicinity of the chromatin-bound
protein, as reflected in the value of jM, chromatin
binding could also involve allosteric activation of the
enzyme (e.g., due to multimerization to increase its
spatially confined activity). For example, the tether-
ing of the bacterial enhancer–binding protein NtrC
to DNA is accompanied by its multimerization to
create an active complex that would not form freely
in solution and that interacts with RNA polymerase
at the promoter through DNA looping.64,65 Another
potential layer of regulation is the accessibility of the
enzymes to different chromatin domains. In case of
a significant size difference between a modifying en-
zyme and its antagonist, densely packed chromatin
regions might have a bias for one of the counter-
acting activities, since only the smaller enzyme can
easily access such a region. For example, the histone
H3K9 methyltransferases Suv39h1, G9a, GLP, and
SETDB1 were found to associate into a complex of
MDa molecular weight.66 In contrast, a counteract-
ing H3K9me2 demethylation activity for an enzyme
from the Jumonji family was present in a complex
of only 300 kDa.67

The size of the histone modification domain
established from a chromatin-bound enzyme is
modulated by the frequency of productive colli-
sions of a nucleosome with the counteracting en-
zyme (Fig. 5E and F). If productive collisions with
free modifiers occur rarely and collisions with the
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Figure 5. Experimental and theoretical one-dimensional histone modification domain profiles along the nucleosome chain.
(A) Artificial recruitment of Clr4, the H3K9-specific methyltransferase in yeast, to three adjacent sites (GAL sites) in euchromatin
resulted in a symmetrically distributed H3K9 dimethylation profile.63 (B) Artificial tethering of HP1 to a site in the Oct-4 promoter
in mouse cells induced H3K9 trimethylation in the local vicinity.58 (C) Calculated local concentrations according to Eq. 4.
(D) Histone modifications at a given nucleosome arise from the opposing activities of enzymes that catalyze the addition or removal
of the modification M with rates k+m and k–m, respectively, according to the relation M = 1/(1+k–m/k+m) = k+m/(k+m + k–m).
(E) Histone-modification domains with different spatial extensions can be formed by a mechanism that relies on nucleosomal
collisions within the chain. The domain size can be modulated through the concentration and activity of free and bound enzymes.
Plots for the indicated concentrations of counteracting soluble enzymes are shown in the absence of free modifying enzyme.
(F) Same as in panel E but for a 1 �M concentration of free modifying enzyme.
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counteracting enzyme occur more frequently (but
less frequently than collisions with the immobilized
modifiers), modification profiles that resemble the
experimental contact-probability distributions de-
picted in Figure 5A and B will be obtained. How-
ever, for other cases, the relevant parameters might
be very different (Fig. 5E and F). If the activity of
counteracting processes can be neglected, relatively
large domains might be formed. An example for
modification domains established in the absence of
counteracting processes are the patterns around ec-
topic dam methyltransferase molecules tethered to
chromatin or the nuclear lamina. These domains
span 2–3 kb on the same chromosome (Fig. 2C)
and extend up to 1 �m from the lamina in 3D
space.31,68 Thus, the cell might be able to establish
epigenetic domains up to the 1-�m length scale
by adjusting the amount and binding affinity of
chromatin-modifying enzymes and their antago-
nists. The underlying diffusion-driven mechanism
simply relies on the intrinsic flexibility of chromatin
and does not require additional boundaries to re-
strict spreading of a given modification. The maxi-
mum propagation rate according to this mechanism
is limited by the collision frequency between nucle-
osomes, which is around 1000/s, as described ear-
lier. Most epigenetic modifiers seem to have rather
low modification rates, with some minutes for his-
tone acetylation (see Ref. 69 and references therein)
and up to hours for histone methylation.70 Consis-
tent with this view, the spreading rate measured
in living cells for H3K9 trimethylation is rather
slow at ∼0.18 nucleosomes/h.58 Thus, the colli-
sion frequency between nucleosome substrates and
chromatin-bound modifiers does probably not rep-
resent a rate-limiting step for epigenetic pattern for-
mation.

Epigenetic memory

A long-standing question in epigenetics is how his-
tone modifications are inherited (i.e., transmitted
through genome replication and cell division). For
DNA methylation, this is accomplished by a dedi-
cated machinery that recognizes hemi-methylated
DNA after replication and reestablishes the fully
methylated state.71 For histone modifications, no
comparable duplication mechanism is known and
the cell has to cope with the enormous combinato-
rial variety that arises from at least 80 potential mod-
ification sites on histone H3 and H4 that are sub-

ject to acetylation, mono-, di- and trimethylation,
phosphorylation, etc. In the model proposed here,
histone modifications could simply be transmitted
through replication by chromatin-bound enzymes
that collide with nucleosomes on both daughter he-
lices (Fig. 1C). This mechanism is compatible with
an arbitrary distribution of newly incorporated nu-
cleosomes behind the replication fork, since it is
irrelevant on which chain a given modifying en-
zyme is immobilized. Each chromatin-bound en-
zyme could establish a modification domain in its
spatial proximity via both intra- and interfiber col-
lisions, yielding two fibers with similar patterns. To
ensure that the amount of chromatin-bound en-
zyme is invariant, the density of nucleation sites has
to be kept constant. Such nucleation sites could be
made up of a specific DNA sequence and/or DNA
methylation, which are both retained during repli-
cation. In the presence of positive feedback, the
propagated histone modification might itself con-
tribute to establish additional nucleation sites. Fur-
thermore, nascent RNA transcripts that originate
from a defined locus and bind chromatin-modifying
enzymes are candidates for setting up nucleation
sites. We find such a simple collision-driven in-
heritance mechanism very attractive, but note that
further experimental investigations are required to
demonstrate its existence and molecular details for
a given histone modification.

Conclusions

It is a fascinating question how cells manage to
establish numerous subcompartments in the nu-
cleus given that diffusion balances concentration
gradients of all soluble factors. Since most enzymes
that establish localized chromatin states are small
enough to diffuse rapidly through the complete cell
nucleus, the question arises why epigenetic modifi-
cations of nucleosomes and DNA do not display ho-
mogeneous distributions that reflect diffusive colli-
sions with the corresponding enzymes within the
well-mixed nucleoplasm. Here, we propose a sim-
ple mechanism that can explain how epigenetic do-
mains are formed around an enzyme that is bound
to chromatin. Random motions of the enzyme to-
gether with the chromatin segment to which it
is bound will lead to collisions with nucleosomes
in spatial proximity and an elevated modification
probability in a confined region around the bind-
ing site. As described above, many experimental
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findings are consistent with such a mechanism for
establishing epigenetic patterns. According to our
model, the patterns cannot form spontaneously at
an arbitrary position but originate from a nucle-
ation site at which the modifying enzyme is immo-
bilized. Nucleation sites might be formed by special
sequence elements, modified DNA bases such as 5-
methylcytosine, modified histone residues, or chro-
matin regions with a specific composition of pro-
teins and RNA. Thus, potential patterns would be
imprinted in the chromatin polymer as a distribu-
tion of these nucleation sites, which can be bound
and interpreted if the appropriate adaptor molecules
are present. On the one hand, this ensures robust-
ness, since patterns cannot emerge spontaneously
at the wrong sites and cannot extend erroneously
into regions where they should not be. On the other
hand, the activation of imprinted nucleation sites
depends on macromolecules that bind them, that
is, patterns can be switched by modulating the ex-
pression level, the intracellular localization, or the
binding behavior of these molecules. Upon some
stimulus, the cell can bring the appropriate adaptor
molecule into the nucleus, which then leads to the
activation of the respective nucleation sites and the
formation of a given epigenetic pattern. An example
would be a hormone receptor that is imported into
the nucleus upon hormone exposure. Thus, a rather
static distribution of nucleation sites that is stably
imprinted into chromatin of a given cell type can be
interpreted in a dynamic fashion to endow the cell
with sufficient plasticity.

The formation of extended epigenetic patterns as
opposed to the modulation of single genes might
be beneficial for the cell to increase the robustness
of gene regulation. First, genes that are located in
spatial proximity can easily be coregulated, which
introduces some kind of modularity into the col-
lection of gene expression programs. If genes were
targeted individually, all binding affinities at their
regulatory sequences would have to be the same to
ensure equal dose–response curves, and stochastic
effects that could arise from low numbers of activa-
tors binding only to a subset of target genes would
become critical. Second, single mutations in binding
sites could lead to complete deregulation of a par-
ticular gene but would not abolish the formation
of a local epigenetic pattern if a redundant subset
of nucleation sites was present. This might enhance
cellular tolerance with respect to mutations. Third, a

memory effect is achieved if a histone modification
with low turnover is established, i.e., gene expression
can be regulated on the desired time scale indepen-
dently of the duration of a given stimulus. This is
useful for modulating the strength of responses to
transient stimuli.

The local propagation mechanism described here
is not limited to linear progression along a chro-
matin fiber but happens in three dimensions, since
there is no preferred direction of the diffusive mo-
tion of the nucleosome chain. Accordingly, it pro-
vides a straightforward explanation for the approxi-
mately spherical shape of macroscopic modification
patterns.72,73 This is different from models that ei-
ther involve a linear-spreading mechanism along the
DNA that exclusively targets residues adjacent to
methylated ones which can be modified58,59 or
that implicitly involve a looping of the nucleosome
chain to allow for interaction between distant re-
gions but invoke the existence of so-called bound-
ary or insulator elements to limit spreading.60 The
mechanism described here has a simple molecu-
lar basis and might be applicable to many cel-
lular processes. Furthermore, from an evolution-
ary point of view it seems simpler to develop a
patterning mechanism that relies on the intrinsic
flexibility of chromatin compared to the coevolu-
tion of additional mechanisms that are responsi-
ble for positioning boundaries. Thus, we anticipate
that patterning mechanisms driven by the local-
ized propagation of epigenetic marks via chro-
matin dynamics and bound modifiers will prove
to be relevant for our understanding of chromatin
biology.
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